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Abstract
Today humanity is in the midst of the massive expansion of new and fundamental technology, represented by advanced artifi-
cial intelligence (AI) systems. The ongoing revolution of these technologies and their profound impact across various sectors, 
has triggered discussions about the characteristics and values that should guide their use and development in a responsible 
manner. In this paper, we conduct a systematic literature review with the aim of pointing out existing challenges and required 
principles in AI-based systems in different industries. We discuss our findings and provide general recommendations to be 
considered during AI deployment in production. The results have shown many gaps and concerns towards responsible AI 
and integration of complex AI models in the industry that the research community could address.
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Introduction

Entering a new era of technological advances, Artificial 
Intelligence (AI) is becoming increasingly ubiquitous in 
various industries, including healthcare, security, e-govern-
ment and public sector, transportation, logistics, education, 
etc. Current advances in the development and applications 
of AI systems, such as machine learning, deep learning, 
autonomous or semi-autonomous systems, reshape science 
and society, creating new opportunities in the way we live, 
work, travel and do business.

Despite an apparent agreement that AI systems offer 
tremendous  potential in industry and everyday lives, we 
must still face challenges around their responsible use and 
development. Given that there is no human intervention in 
many cases, concerns such as workers being replaced, unfair 
decisions, misuse by malevolent actors, and lack of privacy 
and security have been at the forefront of research activity 
by academia and business organizations.

In order to address these concerns, we need to develop 
fair and trustworthy systems establishing principles, best 
practices and values that should guide AI applications for 
more effective communication and equitable collaboration 
between the various communities and industries.

To that end, the term of “Responsible AI” has been intro-
duced and defined as a governance framework that docu-
ments how a specific organization is addressing the chal-
lenges around artificial intelligence (AI) from both an ethical 
and legal point of view (Dignum, 2019).

There are existing works that propose a set of general 
principles for responsible AI, like Google’s AI principles 
(Google, 2021), but not at the industry level, as business 
sectors exhibit different needs and requirements for respon-
sible AI.

In this paper, we conduct a systematic literature review 
to explore the current status of responsible AI in various 
industries by identifying the challenges and required char-
acteristics of AI systems. In that way, we introduce new 
research directions to  come across a set of principles that 
an individual, an organization, or a government could follow 
in order to create responsible AI models that benefit people 
and society. * Ioannis Konstantinidis 

 i.konstantindis@ihu.edu.gr
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Background

According to Dignum (2019), “Responsible AI is about 
being responsible for the power that AI brings”. Realizing 
the significant effect of responsible AI systems, academia, 
international, and other organizations try to first understand 
and then act to mitigate the potential negative impacts of 
AI systems. This action takes various forms, including the 
launch of major ethical guidelines, principles and recom-
mendations (HLEG, 2019; Floridi et al., 2018; Google, 
2021; Microsoft, 2021), articulating theoretical and practi-
cal approaches, developing tools (PwC, 2019) and examin-
ing the possibility of a common AI ethics language when 
developing and deploying AI-driven products and services 
(Morley et al., 2020).

Having extensively studied the bibliography on existing 
ethical guidance and methodologies, we identified a high 
degree of overlap and repetition among the principles that 
is also verified by many outputs across academia (Ryan & 
Stahl, 2021). Floridi (2013) in order  to address this prin-
ciple proliferation, introduced a five principle framework 
(beneficence, non-maleficence, autonomy, justice and expli-
cability), extending the already existing literature and adopt-
ing principles used in bioethics. Since then, the framework 
was adopted by various works such as Ethics Guidelines for 
Trustworthy AI published by the European Commission’s 
High-Level Expert Group on Artificial Intelligence (HLEG, 
2019) and the OECD’s Recommendation of the Council on 
Artificial Intelligence (Floridi & Cowls, 2019). AI4People 
presented these five principles along with 20 concrete rec-
ommendations to lay the foundations for the establishment 
of a Good AI Society (Floridi et al., 2018).

The most famous principles excluded from the ongoing 
academic discussions are Transparency, Accountability, 
Responsibility and Fairness (Dignum, 2019; Vakkuri et al., 
2019a) without composing the core of responsible AI frame-
works. The Berkman Klein Center discusses the upsurge of 
policy activity and introduces eight key themes for deeper 
commentary and detailed principles: privacy, accountabil-
ity, safety & security, transparency & explainability, fair-
ness & non-discrimination, human control of technology, 
professional responsibility, and promotion of human values 
(Healey, 2020).

Although numerous guidance documents indicate an 
emerging convergence around the importance of certain eth-
ical principles, an equivalent proportion of documents con-
clude to a significant divergence among the applied domains 
(Jobin et al., 2019). Triggered by this complicated picture, 
our objective was to investigate responsible AI on different 
industries in the literature in order to identify related chal-
lenges and recommendations.

Research methodology

Goal and research questions

The goal of our research work is to identify the challenges 
and characteristics towards responsible AI in different 
industries. For this reason, we define the following research 
questions:

RQ1: What are the challenges of AI models for  respon-
sible AI in different business sectors?

RQ2: What are the required characteristics of AI models 
for responsible AI in different business sectors?

Search process

In order to effectively address our research questions, we 
conducted a systematic literature review (SLR) based on 
Kitchenham & Charters (2007) methodological guidelines. 
Our automatic searching activity to identify relevant publi-
cations was conducted on Scopus,1 Springer2 and Science 
Direct3 databases on December 2020, using the following 
research query [("machine learning" OR "artificial intelli-
gence" OR "AI") AND ("responsible" OR "ethics") AND 
(business OR industry)].

Inclusion–exclusion criteria

The inclusion criteria that were used to set the boundaries 
for the literature review and answer the proposed research 
questions are the following:

CR1: We included sources on academic theoretical 
and empirical research (journal articles, chapters from 
edited books, conference proceedings, etc.) in English, 
published within a 10-year period (2010–2021).
CR2: We included publications that explicitly mention 
ethical AI challenges or characteristics.
CR3: We included papers that address specific indus-
tries and use cases. Each industry should be referred to 
at least five papers in order to have adequate informa-
tion on each domain. For that reason, the final indus-
tries had been classified into more broad categories, 
which are the following: Business Industry, Autono-
mous Machines, Healthcare Industry, E-Government, 
Social Industry.
CR4: We excluded sources that focus on the technical 
implementation of algorithms.

1 https:// www. scopus. com/.
2 https:// link. sprin ger. com/.
3 https:// www. scien cedir ect. com/.
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Figure 1 illustrates in detail the selection process of the 
records found through database searching. Our research 
results identified 71 references as our primary studies that 
were assessed for eligibility in RQ1 and RQ2.

RQ1: challenges of AI systems 
for responsible AI in different business 
sectors

In order to address RQ1 and identify potential challenges of 
responsible AI in the industries, we reviewed the selected 
primary studies. We observed challenges related to the use 
of AI systems and others related to the autonomy of those 
and classified them according to similar scenarios and char-
acteristics, concluding to the following categories: trans-
parency, security, privacy, responsibility/accountability, 
morality/bias. The latter were ignored as they appear a rather 
narrow focus in specific and limited domains. According to 
the Global Industry Classification Standard (MSCI, 2020), 
we also identified the following industry sectors.

1. Business management: This sector generally refers to 
Finance and Consumer Discretionary, identified in the 
literature without focusing on a specific domain. It con-

sists of AI-driven insurance systems and risk manage-
ment, consumer analytics and business strategies in light 
of AI-powered applications and technological systems 
in order to improve customer’s experience.

2. Transportation: It includes literature about self-driving 
cars and AI-driven transport systems and services.

3. Healthcare: It consists of AI-driven healthcare equip-
ment and services, biotechnology and pharmaceutical 
industry groups.

4. E-government & public sector: It comprises of e-ser-
vices and social-political implications of AI technology 
use in our daily life.

5. Information technology: This sector refers to research 
studies on a more technical level, including AI-based 
software services, hardware, robotics and autonomous 
machines.

Table 1 presents the number of related publications on 
each challenge and industry.

Ambiguity

Ambiguity is defined as the lack of understanding of how 
the system works (Vakkuri et al., 2020). It involves the 
algorithm, the data, as well as the technical aspect and the 

Fig. 1  Process of identifying primary studies

Table 1  Number of related publications in different combinations of challenges and industries

Industry Sector Ambiguity Vulnerability Privacy Lack of 
account-
ability

Morality 
& bias

Papers

Business management 6 4 3 4 1,8,11,12,13,14,21,24,35,37,44,48,51,52,53,64
Transportation 3 1 1 2 3 7,27,32,40,43,58,59,61
Healthcare industry 3 1 2 2 3 5,6,16,31,36,39,54,60
E-Government & public sector 6 5 2 3 2 1,9,16,20,22,29,30,34,42,50,55,69
Information technology 4 4 1 2 5 2,10,12,18,25,34,38,46,49,61,63,66
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process of developing the system. A major challenge is 
establishing the transparency and explainability of AI sys-
tems. A lot of algorithms are incomprehensible to the end-
users (Cath et al., 2017). The user should not only be able to 
understand how the system works but should also have the 
ability to gather information on who made the system the 
way it is and why (Vakkuri et al., 2020).

Business management

Emerging technologies can heavily impact business pro-
cesses and AI systems have proven to be useful in the busi-
ness industry by helping in the automation of tasks as well 
as the facilitation of new methods (Mendling et al., 2018). 
However, for the algorithms to be ethically applied, the par-
ties involved should guarantee their transparency. In the case 
of business processes, it is mentioned that transparency is 
crucial to ensure that the end-users are fully aware of the 
situation they are involved in (Aitken et al., 2020; Braun 
& Garriga, 2018; Pedersen & Johansen, 2019). Sometimes, 
businesses and service providers convince their custom-
ers to accept their offers and products without disclos-
ing all the necessary information. In addition, companies 
often use customer data for their AI-based systems without 
clearly informing them about their practices and by includ-
ing “terms and conditions” that are not directly accessible. 
This leads to customers being unaware of how, why, and 
with whom their data will be shared (Munoko et al., 2020). 
Lastly, methods based on AI must ensure the explainabil-
ity of the process. The ambiguity about how an algorithm 
works could discourage the companies from adopting a new 
method fast enough, even if it is extremely useful, resulting 
in losses (Breidbach & Maglio, 2020).

Transportation

In all instances, it is not entirely comprehensible how the 
algorithm reaches a decision, which creates more issues 
and ultimately leads to the user blindly trusting the system 
(Timmers, 2019). In transportation services and especially 
self-driving cars, technology often takes the role of imitating 
human behaviour and executing tasks accordingly (Roberts 
et al., 2020). However, an AI agent might be capable of driv-
ing a car but ambiguous on how it reaches a decision from 
so many data points, yet the driver may blindly trust that 
decision. A driverless car can face many challenges, ethical 
and legal, and it will need to decide on its course of action. 
By ensuring the transparency of the algorithm, the involved 
parties are able to study the way the machine operates under 
specific circumstances, make appropriate changes, and uti-
lize the information for the future (Etzioni & Etzioni, 2017).

Healthcare

Ambiguity is considered a critical challenge for industries 
that directly involve the well-being of the customer (Pitman 
et al., 2019). One of those instances is healthcare, a domain 
where the doctor and the parties involved should ensure that 
the system is not ambiguous and capable of explaining the 
reasons for their decisions (Loftus et al., 2020). For example, 
a doctor should be able to request more information on how 
a diagnosis was reached in order to avoid errors that could 
be fatal or hinder the healing treatment of the patient (Cath 
et al., 2017).

e‑Government/public sector

A major challenge when it comes to e-Government and the 
public sector is ensuring explainability and transparency of 
the solutions used (David et al., 2019; Rahwan, 2017). Most 
AI systems used are incomprehensible to users, and even 
though some techniques might focus on providing explana-
tions, those are usually not fully accurate (Cysneiros & do 
Prado Leite, 2020). For that reason, there is a lack of public 
involvement and engagement, which means that the service 
providers cannot easily verify that an AI solution aligns with 
the public’s interest (Aitken et al., 2020; Marri et al., 2019). 
There are also difficulties associated with low data quality 
and decision-making, which can be incredibly challenging in 
the human-centered environment of the public sector (Cath 
et al., 2017).

Information technology

For computer scientists, it was much easier to understand 
and manage the first generation of AI systems. However, 
through the years and with the introduction of much more 
complicated techniques, such as deep learning, it has become 
really challenging to understand how the machines come 
to specific decisions (Breidbach & Maglio, 2020; Turner, 
2018). Ambiguity can undermine the importance of this 
technology by making users afraid of adopting it and disin-
terested in the results (Kuleshov et al., 2020). For example, 
ambiguity and lack of explainability can affect search results 
(Howard & Borenstein, 2017). When someone uses a search 
engine, the set of criteria on which the results are based is 
not immediately visible and straightforward. This way, the 
user is confronted with results that could be biased, either 
because of society or because of the developer.

Vulnerability

Responsible AI systems offer benefits and improve human 
lives, but also expose private data to risks and uncertainty. 
It is important to highlight the need for an ecosystem for 

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Characteristics and challenges in the industries towards responsible AI: a systematic…

1 3

Page 5 of 18 37

secure and trustworthy AI. AI can be misled or manipu-
lated, creating security issues in monitoring tools, financial 
systems, autonomous vehicles, and machines. In the related 
literature, we identified several security issues in responsible 
AI (Ashrafian, 2014b). With the term “Security” we mean 
not only security in general but also cyber-security. Cyber-
security refers to defending computers, servers, mobile 
devices and electronic systems in general from cyber-attacks 
(Gill, 2019; Timmers, 2019).

Transportation

Artificial Intelligence is changing the transport sector as 
well. Beyond all the benefits they offer, these AI inventions 
pose security threats in most cases, such as transportation. 
According to a related study (Hauer, 2019), most drivers 
would agree that an autonomous car, trained with the goal 
of minimizing damage in critical situations, is ethically 
designed. However, many of them would be unwilling to 
drive such a car and be hesitant to include other people.

Healthcare

Another critical issue is the AI systems’ vulnerability in 
the healthcare sector. An example of this issue is robotic 
surgical platforms. These platforms with virtual constraints 
intended to protect anatomic structures could delay or pre-
vent a surgeon from gaining control of an injured blood ves-
sel, harming a patient and pitting human versus machine in 
assigning liability. Machine learning models can predict risk 
for several postoperative complications with high accuracy 
but often lack electronic and clinical workflow integration, 
limiting their use in routine clinical practice and posing risks 
related to health or even loss of life (Loftus et al., 2020).

e‑Government/public sector

E-government utilizes information and communication 
technologies in order to improve relations between citizens, 
businesses and government, aiming at better services, com-
munication and governmental efficiency (Cath et al., 2017; 
Montes & Goertzel, 2019; Rahwan, 2017). However, despite 
the adoption of e-Government services, the threats of pri-
vacy and security remain major concerns. Other previous 
research findings stated that AI-based software solutions 
will demand safety to be mandatory. E-Government ser-
vices reveal private data and may provoke cyber attacks and 
exploitation of personal information. This fact may pose sev-
eral threats to not only privacy but also security for citizens 
(Cysneiros & do Prado Leite, 2020; Gill, 2019).

Information technology

In many industry fields, advancements in computer science 
and information technology, in general, have improved 
computability with AI methods and tools. There is a need 
for security risk assessment of these technologies to com-
plete tasks in a similar or even a better way than humans 
(Ashrafian, 2014a). As machine learning systems increas-
ingly affect our lives, it is crucial to ensure that we will 
be safe under the control of such machines (Chakraborty 
et al., 2020; Mittelstadt et al., 2016). Designing and train-
ing a machine is a complex process and several errors 
may occur. Machine intelligence should not be equated to 
human intelligence. So, a machine learning model should 
be designed properly. An AI machine may harm a person 
in several ways, such as being exposed to danger or act-
ing in a wrong and unprogrammed way. The most impor-
tant is the right and entirely programming of machines 
to complete several activities concerning humans' safety. 
AI machines should be ready and programmed to react to 
different situations with real-time protection (McAleenan, 
2020).

Privacy

Over the last 30 years, data protection constituted a hot 
subject of AI ethics in the industry (Mason, 1986). Privacy 
is a persistent concern, as demonstrated by several AI eth-
ics guidelines and studies. Data protection has become 
an unusual issue to be inspected from the viewpoint of 
corporate roles: data privacy officers are the most similar 
to environmental managers (Juho, 2019). Although these 
positions seem to be compliance-oriented, the need for a 
more proactive approach to privacy problems has been 
recognized (Kleindienst et al., 2017).

Business management

The information revolution and the lack of clear legal 
boundaries in digital environments are at the root of some 
of today's most pressing data protection issues. Because 
of the pervasiveness of information, state action is fre-
quently ineffective (Kleindienst et al., 2017); (Pagallo, 
2012). Firms have always been mindful of the growing 
importance of privacy and regulation when building an 
AI-based solution (Mason, 1986). According to Campbell 
et al. (2020), consumers are curious about what kind of 
data is gathered about them and how advertisers use it. 
As a result, companies like Apple are proactively opting 
to limit the types of customer data gathered and how it is 
used.
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Transportation

Self-driving cars collect continuous data about their sur-
roundings using advanced sensors. There is no fair expecta-
tion of privacy in public spaces where autonomous vehicles 
run, and no warning or preference is given, creating pri-
vacy concerns. Public interests and complaints must first 
be investigated to increase public awareness of networked 
autonomous vehicles and promote the implementation of 
technological and policy frameworks to safeguard privacy. 
For example, a survey of 302 participants was conducted 
using privacy breach scenarios to understand participants’ 
opinions on the various possibilities and comforts of self-
driving cars. After analyzing the results, it was concluded 
that most participants were not comfortable with autono-
mous vehicles (Bauer et al., 2017).

Healthcare

The privacy issues arising from the use of AI in health-
care cannot be ignored, and it is essential to consider that 
the boundary between personal data and confidential data 
is becoming rapidly blurred, as we can now derive patient 
information from activity habits and other non-sensitive 
data. However, innovations must adhere to the legislation, 
rules, and privacy standards in order to ensure that creativ-
ity benefits the public interest. That is because deploying 
AI in the medical sector poses a slew of privacy and ethical 
issues, including the protection of personal records, the ethi-
cal limits of creativity, and the real effect of technology on 
doctors and patients (Ten Teije et al., 2017). For example, 
a characteristic challenge is the difficulty of health profes-
sionals to be trained on how to work with a machine and the 
effect that this way will have to employees. To effectively 
exploit AI in healthcare, we have to answer questions like 
“How the machine increases doctor’s abilities?”, “What will 
happen if the machine makes the decisions and not the doc-
tor?” (Bartoletti, 2019).

e‑Government/public sector

Human beliefs and AI are in continuous flux. As a result, 
technological advancements will drastically modify what 
culture finds acceptable and consider how privacy stand-
ards have shifted due to the convenience offered by mobile 
phones and the Internet (Rahwan, 2017). Smart cities pro-
vide municipalities fresh and unparalleled economic pos-
sibilities, however, new developments are often followed 
by protection and privacy issues. On top of that, a smart 
city needs a higher level of network access to personal data 
to support a wide range of disparate devices with varying 
software and hardware capacities. For example, a smart 
city with healthcare provisions makes it easier for people 

to live healthy lifestyles by giving quick access to medical 
services. Smart cities offer gadgets that connect and help 
public health experts by integrating medical systems and 
patient data records, often maintained by e-government 
(Yang et al., 2019).

Information technology

For information technology, with the vast array of sen-
sors and cameras that IoT (Internet of Things) devices now 
employ, privacy has become a major concern in the tech-
nological world. It is obvious that deep learning requires 
a large amount of data to produce optimal results, which 
can only be achieved through continuous data collection and 
monitoring, which many users may regard as a breach of 
privacy. The hacking of widely used smart security cameras 
and doorbells is one example of the consumer and industrial 
sectors' lack of security procedures for these technologies 
(Chakraborty et al., 2020).

Lack of accountability

Accountability has to do with the consequences assigned to 
an actor for specific actions and decisions. The absence of 
accountability in the case of autonomous systems and their 
potential misuse is one of the biggest challenges for indus-
try and the end-user. To maintain clarity, decisions must be 
taken from and explained by the decision-making algorithms 
used. This requires the need to embody the universal prin-
ciples and social expectations that the agent employs for 
deliberation in the action framework. In AI, accountability 
encompasses both the task of directing behavior (forming 
values and making decisions) and the purpose of explanation 
by placing decisions in a broader context and by classifying 
them along moral values (Dignum, 2019).

Business management

There are some important steps that companies need to 
embrace in order to progress towards responsible and 
accountable AI. Explainability and interpretability are essen-
tial requirements for responsible AI. Juho (2019) describes 
on whom the responsibility and accountability have been 
set in the business industry. The authors present three types 
of workers that the AI technology age will create: trainers, 
explainers, and maintainers. Thus, they offer a clear posi-
tion on the roles related to the management of ethical and 
responsible AI systems. Data can include a variety of issues 
that raise ethical questions. The individual responsible for 
selecting, updating, cleaning and inputting project data will 
have extensive responsibility for ethical behavior (Dignum, 
2019; Juho, 2019). Additionally, in operating processes and 
challenges for emerging market models, AI innovations are 
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rapidly at stake in a competitive and socially conscious man-
ner. The stakeholders will play a constructive or marginal 
role in the value creation for industry, according to their 
own environmental consciousness. These problems remain 
'open' in a number of sectors such as the food system, where 
rethinking and redesigning of the entire business model 
involves the introduction of emerging technology (Vaio 
et al., 2020).

Transportation

In transportation and specifically self-driving cars, the issue 
of responsibility and accountability is considered critical. 
The exact role of the AI system in driverless vehicles is 
still not obvious, which complicates the question of who is 
responsible for an accident in which a self-driving car was 
involved. For that reason, many argue that there should be a 
semi-autonomous approach so that the driver can be allowed 
to take certain decisions in case of an emergency (Russell 
& Norvig, 2002). For example, in several areas, including 
safety and fuel efficiency, self-driving cars are projected to 
surpass human drivers. There are some claims that AI might 
make automobiles "emotionally aware" and able to detect 
the sentiments, emotional states, and health conditions of 
drivers and passengers. This would allow the driver to be 
advised, for instance, when tiredness is identified by being 
proposed to take a break or to make decisions such as slow-
ing down the car (Lugano, 2017).

Healthcare

Furthermore, people are more curious about the ethics of 
intangible shifts, such as behind-the-scenes technologies. 
Doctors' decisions will be assisted by electronic technology, 
but the doctor will still be in charge. The ethical dilemma 
is one that should be answered by both technology engi-
neers and healthcare practitioners. It should concentrate on 
how individuals and technologies communicate. For exam-
ple, many fields of robotics research and development are 
focused to enhancing patient care, such as robotic wheel-
chairs or smart walkers. It is believed that assistive robots 
will significantly improve the mobility and autonomy of the 
elderly. AI is also used in the creation of high-resolution 
digital pictures and holograms (Banks, 2018). In addition, 
AI is progressively a part of digital medicine and will lead 
to research and practice in the field of mental health (Gra-
ham et al., 2019). The authors represent a network of mental 
health research and therapy professionals who must collabo-
rate to fully comprehend AI capability. They state that it 
is important that the algorithms used to predict or classify 
mental health conditions are accurate without exposing 
patients to risk. They also mention that no clear rules govern 
the use of AI and other emerging technology in healthcare 

and that AI systems must supplement, not replace, medi-
cal practice, and public information about these algorithms 
must be useful and contextual. It is evident that ethics must 
be incorporated into the development of AI through science 
and education.

e‑Government/public sector

Moreover, e-Government and the public sector deal with 
responsibility and accountability. In the case of the United 
Arab Emirates (UAE), both the government and the private 
sector are responsible for the implementation and adoption 
of AI policy in the e-services sector (Ghandour & Wood-
ford, 2019). This has been achieved through the Ministry of 
AI, which was created primarily to allow the government to 
implement AI in its different sectors. The private sector will 
contribute to AI growth by engaging in research and incor-
porating AI into various facets of life. This can be achieved 
by collaborating with the government and thus pooling their 
resources. One approach to overcoming problems raised by 
AI adaptation is integrating AI technology into a citizen-
centered policy focusing on results. The government should 
do this in terms of the population's end-to-end process, in 
which case the citizen is placed first. This technology has 
the potential to be inclusive as well. As a result, there must 
be some attention to generational, educational, income, 
and language differences. The avoidance of ethical risks, 
that would be critical to driving decision-making by AI, is 
the next important approach that can be used to solve chal-
lenges encountered during the adaptation of AI into govern-
ment services. This approach would be especially helpful 
in overcoming the bias question that AI has revealed. Bias 
can also be avoided by including multidisciplinary and rep-
resentative teams in the application of AI, as well as the use 
of ethicists. AI cannot be used to make delicate decisions 
that would have a huge effect on people's lives before this 
is accomplished (Marri et al., 2019). According to Rahwan 
(2017), advances in AI have raised several concerns regard-
ing regulatory and governance mechanisms for autonomous 
machines and complex AI systems. It is addressed that algo-
rithmic processes are not responsible because they are black 
boxes whose internal workings are not open to all stake-
holders. Other concerns include people inadvertently living 
in filter bubbles generated by news recommendation algo-
rithms, while others claim that data-driven decision-making 
processes can exacerbate inequality, and they can often be 
biased either in their nature or by capturing individual prej-
udices in their training data. In addition, algorithms may 
generate feedback loops that perpetuate inequalities, such 
as the usage of AI in predictive policing or creditworthiness 
prediction, rendering it impossible for individuals to avoid 
the vicious cycle of poverty.
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Information technology

Responsibility and accountability are equally important chal-
lenges in the IT industry. Developers usually fail to create 
systems that can ensure the AI system’s accountability dur-
ing the decision-making process, which often results in these 
systems making decisions that are biased and discriminatory. 
Specifically, Breidbach & Maglio (2020) discuss the issue 
of “proxy discrimination”, which means that certain attrib-
utes can be used to indirectly discriminate against groups 
of people. For example, a ZIP code can be used to profile a 
consumer racially. In all cases, discrimination against race or 
gender is illegal. However, when these algorithms come to a 
biased decision, it is too difficult to identify who is respon-
sible for that act. Overall, there is a growing concern that 
developers and designers could be careless in their making 
of AI systems by simply shifting the blame on the algorithm 
when problems arise (Timmers, 2019).

Morality & bias

Artificial intelligence has many applications in our lives in 
many different industries. But it is essential to ensure that 
its appliance is in an ethical manner. This restriction poses 
many challenges. One of them is morality. How can we 
allow intelligent machines to make moral decisions about 
human lives and who should design the algorithms for the 
decision will be taken by intelligence machines is a question 
that should be answered? Another critical challenge that AI 
systems must deal with is bias. Issues of bias are funda-
mentally related to the human evaluation of results obtained 
using AI, thus connecting to building AI Systems based on 
ethical principles (Kuleshov et al., 2020). The algorithms are 
not smart by themselves but are trained by humans and their 
explicit biases are observable, with gender and racial biases 
most found in machine learning algorithms at present. Mak-
ing the correct decision in the face of an ethical conflict is 
extremely difficult. Laws are often based on vague concepts 
such as “safe” and “reckless”, which may prove difficult to 
quantify. As a result, there has been a growing recognition in 
recent years of the need to ensure that AI systems are aligned 
with human values.

Business management

It refers to the difficulty that AI systems face in acting and 
making ethical decisions when they are applied in diverse 
kinds of businesses. This encompasses a diverse set of moral 
codes, social norms, moral values, and actions. For example, 
an AI system can reject an application based on biased data. 
Moral dilemmas refer to situations in which AI systems must 
choose between opposing alternatives. Compatibility of the 
machine and human judgment refers to the discrepancy 

between machine-based decision-making and human values, 
which may not be adequately reflected in AI systems (Caner 
& Bhatti, 2020). Intelligent agents raise new questions about 
who bears the risk of unintended effects, how liability can 
be assigned in online business settings, and how the law can 
respond in situations where technology is intelligent enough 
to behave autonomously rather than automatically (Dahi-
yat, 2010). In the 1990s, some researchers started to note 
expert systems' ethical consequences, such as their lack of 
cognitive skills (such as intellect, feelings, and values) and 
bias. Despite these ethical questions, the profession adopted 
newer AI techniques at the turn of the century. On the other 
hand, today's AI systems do not seem to have resolved prior 
ethical issues. It could be difficult for the auditor using the 
AI to justify the selection of specific samples or processes 
for testing if the AI is a "black box." In such cases, auditors 
may exhibit automation bias and complacency, i.e., a lack of 
skepticism and faith in the AI system's accuracy (Munoko 
et al., 2020). As a result, machine ethics are important as 
they will confront the moral choices of semi-autonomous 
and autonomous machines that communicate with animals 
of all kinds, giving it a wide and fertile area of application 
(Bendel, 2017).

Transportation

The challenge of artificial morality has different imple-
mentations in each industry. A great concern regarding the 
morality in AI refers to the industry of transportation and, 
more specifically, self-driving cars. Although this innova-
tion has many advantages for the end-user, it poses several 
questions regarding the car's decision and the fact that it is 
produced in certain ways on behalf of the driver. Researchers 
are wondering how we can ascribe something like a mental 
state to a machine or how a machine will decide who will 
‘’kill’’ in extraordinary situations (Etzioni & Etzioni, 2017). 
A set of issues has been arising to find the optimal solution 
in designing that kind of automated vehicle. The first one is 
to let the developers of intelligent machines predefine the 
car’s behavior, but they should not exclusively decide about 
their morally laden behaviors. Moreover, developers are not 
well-informed and aware of ethics and every person acts 
differently in the same situation. Another one is to let users 
decide their actions; the car will receive data and then it will 
act in the same way. This is called collectively deciding, but 
still, there are limitations. That case imposes a burden that 
will reduce the efficiency of the creative processes of these 
machines or the general pace of innovation (Martin, 2016). 
Conclusively, as the authors explained, no matter how good 
the learning algorithm is, it is always as good as the data 
you give it. The one who controls the data controls the game 
(Hauer, 2019).
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Healthcare

There is a growing concern that bias-influenced AI 
systems will further perpetuate health inequalities for 
patients regarding the healthcare industry. The underlying 
reason why bias is retained in AI models is often related 
to training data that do not represent the entire population 
equally (Kang et al., 2021). There are still many obstacles 
to clearing up for robotics to play a more prominent role 
in health care. Since nursing depends on human com-
munication, there is a reluctance to use technology in 
that field, partly for ethical reasons and partly due to the 
need for personal interaction (Banks, 2018). The Human 
Touch: Practical and Ethical Implications of Putting AI 
and Robotics to Work for Patients). The need for study 
and ethics approval, which is usually needed for further 
research, must be considered when developing AI tools. 
The first major challenge is identifying the clinical need, 
deciding who should make those decisions, and develop-
ing goals for algorithm development (Pitman et al., 2019). 
Artificial intelligence in digital pathology: a roadmap to 
routine use in clinical practice.)

e‑Government/public sector

In the same way, regarding the e-Government sector, it 
is doubtful that a machine-learning algorithm can equate 
to ethical theories. Either the system's developers would 
devise a method for identifying ethical choices, such as 
machine learning, or a moral principle would be selected 
for the system and applied before it was deployed. As a 
result, the developer must be unbiased in this case, which 
is also a prerequisite for responsible AI (Bjørgen et al., 
2018). The Federal Trade Commission reported that algo-
rithms based on big data sets could reproduce existing 
patterns of discrimination, inherit prior decision-makers 
prejudice, or simply represent the widespread prejudices 
that remain in society (Howard & Borenstein, 2017).

Information technology

Potentially negative or unethical consequences can result 
from the use of AI or machine learning in the industry of 
information technology (Breidbach & Maglio, 2020). The 
algorithms used in AI predict future outcomes by searching 
for correlations. These algorithms are designed by people 
and in many cases, the designers did not manage to equate 
correlation to causation and the ability of any predictive 
algorithm to make correct decisions are contingent on the 
quality of the data sets used to train the algorithms in the 
first place, with low training-data quality leading to poor 
algorithmic performance (Vakkuri et al., 2019b). All the 
above have, as a result, the problem of moral disagreement 
(Bogosian, 2017). More specifically, designers of AI sys-
tems are also humans with different approaches in moral-
ity (Dodig Crnkovic & Çürüklü, 2011). For someone who 
believes in a particular approach to ethics, the correct system 
for implementation in artificial moral agents may be obvi-
ous, but the path forward for institutions and society remains 
unclear (McAleenan, 2020).

RQ2: required characteristics of AI models 
for responsible AI in different business 
sectors

In our research, we encountered several traits that could be 
attributed to AI agents and systems. Although not all of them 
display the same characteristics, we concluded on specific 
capabilities that an AI system should have for it to be useful, 
informative, and ethical and divided them into the follow-
ing categories: transparency, accountability, unbiasedness, 
empathy, and security. We also identified in the literature 
other characteristics, including autonomy, that did not meet 
the required number of mentions in papers, or they did not 
refer to any of the five industries, so these challenges have 
been rejected. In the literature, we distinguished the same 

Table 2  Required characteristics of AI systems in industries

Industry Transparency Account-
ability

Fairness Empathy Security Papers

Business management 5 3 1 1 1,4,12,23,15,21,41,48,51
Transportation 3 2 1 27,28,32,45,47,66
Healthcare Industry 3 3 1 1 5,19,31,36,39,67,68
E-Government & public sector 4 4 1 1,9,16,26,42,55,56
Information technology 5 6 1 1 3 10,17,25,27,33,38,46,57,

61,62,63,66,68
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business sectors as in RQ1. Table 2 shows the number of 
publications for each characteristic and industry.

Transparency

A major prerequisite for an algorithm to be considered just 
and ethical is transparency, and the concept of transpar-
ency is multifarious. When referring to transparency in AI 
systems, we are interested in, for example, why the algo-
rithm reaches a decision, how it was done, what steps can 
be accounted in the decision-making process, what were the 
determining factors that led to the choice, what alternatives 
could have been made (McAleenan, 2020).

Business management

Transparency is an essential requirement in AI systems used 
in many industries, and especially algorithms and methods 
used for business processes (Breidbach & Maglio, 2020; 
Mendling et al., 2018). For business processes to be ethical 
and maintain transparency, researchers suggest that manag-
ers should thoroughly understand AI technology, the way 
it works, and how it is implemented to be able to use it 
effectively to resolve issues and encourage data transparency 
(Luo, 2019). Furthermore, companies are required to enforce 
regulations, act professionally and transparently in order to 
build trust with the customers, respect their privacy, and 
abide by their code of ethics (Balmer et al., 2020; Munoko 
et al., 2020).

Transportation

The algorithm needs to be explainable and transparent not 
only to the developer but also to the distributor and the end-
user (Etzioni & Etzioni, 2017). For example, the details of 
how a driverless car operates and reaches a decision should 
be completely accessible and understandable to the operator 
to ensure safety and ethical decision-making. This might 
mean that a driving test should be a requirement for the 
self-driving car to prove it can navigate, deal with roads, and 
abide by the codes, law, and cultural habits of the geographi-
cal region it will operate in (McBride, 2016). Additionally, 
if a driverless car gets involved in an accident and we can-
not understand why, it is impossible to assess the incident 
and the ethical implications leading up to the decision if the 
system is not transparent (Vakkuri et al., 2019b).

Healthcare

Transparency is especially crucial for decision-making pro-
gresses that directly affect human lives. Especially in the 
health sector, researchers suggest that anytime an AI agent 
is applied, doctors and scientists should note the system's 

details and provide information on how it was trained to 
ensure explainability (Banks, 2018). Specifically, it is essen-
tial to evidently document where, when, and how AI tech-
nology was used in any part of the clinical process (Kang 
et al., 2021). Without transparency, it is impossible to dis-
cover the cause of a medical diagnosis, and the process of 
discovery is crucial if we want to be able to track the faults 
that caused an incident and establish accountability (Win-
field et al., 2019).

e‑Government/public sector

Many authors agree that a required characteristic for an AI 
system in all industries is to be transparent in order to avoid 
bias, be ethical, ensure autonomy and freedom, and foster 
self-responsibility (Rességuier & Rodrigues, 2020). This is 
especially true for the public sector, where many research-
ers stress the importance of transparency in e-government 
services and practices where the public is directly involved 
(Marri et al., 2019). Specifically, the European Union is a 
strong advocate of the transparency of AI systems (Cath 
et al., 2017). For instance, it proposes proper documenta-
tion, codification, and labeling of the phases for someone to 
directly identify why an error was made during the process 
and, consequently, assist in preventing future mistakes while 
enabling explainability (Aitken et al., 2020).

Information technology

Transparency is also necessary for systems such as machines 
and robotics (McAleenan, 2020). Programmers should be 
transparent during their designing process and make sure 
that end-users understand what steps are taken when a 
machine makes a decision and why (Vakkuri et al., 2019b). 
Autonomous machines are not humans, and they are not gov-
erned by emotions, and for that reason, users and developers 
should be able to identify the ethical principles on which 
machines base their decisions, rather than try to reason with 
them or justify the final result (Bogosian, 2017; Etzioni & 
Etzioni, 2017). Additionally, some researchers suggest that 
ethical machines should be put under a ‘probationary period’ 
during which all their decisions are examined and evaluated 
to ensure explainability (Winfield et al., 2019).

Accountability

One of the most common characteristics of responsible AI 
is accountability. Accountability is the ability to determine 
whether a decision was made in accordance with procedural 
and substantive standards and to hold someone responsible 
if those standards are not met. It is an important element of 
good public and private governance, so efforts about how to 
create accountable AI are significant (Juho, 2019). On the 
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contrary, poor efforts may result in regulation that not only 
fails to truly improve accountability but also stifles the many 
beneficial applications of AI systems. Day by day, machines 
are becoming more sophisticated and make people's lives 
more enjoyable while being autonomous with huge control 
over everything. In healthcare, business, e-government, 
information technology, or transport and communication, 
there are many examples of responsible AI agents who learn 
by example and act in compliance with other external factors 
while considering environmental, sensory, and actuation sto-
chasticity (Breidbach & Maglio, 2020; Munoko et al., 2020).

Business management

Accountability mainly concerns the ascription of responsi-
bilities in the business sector. Deep learning, which is also 
a feature of ΑΙ, is a machine learning technique that teaches 
computers to do what comes naturally to humans, to learn 
by example from raw information. Computers can complete 
human tasks with responsibility and with respect to ethical 
rules. The autonomy of intelligent agents enables them to 
generate the contractual offer without human intervention 
or knowledge and consequently to act more like initiators 
or intermediaries than messengers or instruments (Carter, 
2019; Mendling et al., 2018). While some authors assert that 
software agents cannot be held responsible, others think that 
such agents might be held responsible once they arrive at a 
reliable degree of autonomy, intelligence, and sophistica-
tion. For example, Dahiyat (2010) mentions that a software 
agent for searching and roaming the Internet infringes others' 
rights (such as copyright or privacy right), performs illegal 
transactions, or operates without the user’s authorization and 
sells rather than buys certain shares. Also, while gathering 
information, this agent corrupts a third party’s database or 
causes the server to crash. Someone must be accountable for 
such mistakes and errors.

Transportation

Artificial Intelligence is changing the transport sector with 
autonomous cars, ships, or trains that make the traffic flow 
smoother and our lives easier. Such new autonomous vehi-
cles inventions may help in reducing human errors and 
consequently traffic accidents. Nevertheless, new ethical 
questions arise regarding liability for the decisions taken by 
machines in place of humans (Hauer, 2019). A characteristic 
example is all autonomous driving vehicles (ADVs). Faul-
haber et al. (2018) explained that humans, in situations like 
a car accident, base their decisions mainly on reflexes and 
instincts rather than deep thoughts. They act in utilitarian 
ways, trying to cause as little overall damage as possible. 
This will change with the introduction of ADVs, given that 
the car’s decisions in all kinds of possible traffic scenarios 

will be programmed beforehand, including guidelines for 
unforeseen events and even highly unlikely scenarios. How-
ever, since there is always the possibility of an ADV causing 
an accident, the question arises: Who is responsible for this 
act; the driver, or the car manufacturer? The most effective 
way to ensure accountability is the assembly of rules from 
human behavior when they are going to come across this 
kind of dilemma that will be applicable to all ADVs. An eth-
ical setting that will be implemented in their car to actually 
use it without a doubt or fear. These settings aim to establish 
an ethical decision-making framework for moral dilemmas 
in driving situations that can then serve as a foundation for 
an obligatory ethical setting to be implemented in ADVs.

Healthcare

AI-based healthcare applications already can reach or even 
exceed the performance of clinicians for specific tasks. 
These applications can be beneficial for global challenges, 
including shortages of clinicians to meet the demands of 
aging populations and the inequalities in access to health 
care in low-resource countries (Graham et  al., 2019). 
Healthcare, however, is a complex, safety–critical domain 
in which technological failures can lead directly to patient 
harm (Banks, 2018). An example is the use of m-health tech-
nology in cardiology (Vervoort et al., 2020). This applica-
tion is concerned primarily with telephone-based call and 
text messaging methods to promote and control medication 
adherence, lifestyle changes, and smoking cessation. But 
what happens if the application gives incorrect informa-
tion to the patient? Who will be held accountable for this 
incident? Proper application of AI should aim to enhance 
positive social change, sustainability, and responsibility. 
Particularly in medicine, rules and regulations should be 
put in place to ensure responsibility and accountability of 
AI systems, their users, and their appropriate utilization. The 
most effective way to ensure accountability is explanation. 
This explanation will be given through the cooperation of 
AI systems and physicians. Namely, computational scientists 
may train AI using datasets to make meaningful assessments 
or predictions and the physicians will evaluate them in order 
to provide the final information to patients.

e‑Government/public sector

AI has lots of benefits in governmental issues as well. AI 
applications are used for improving both the e-Govern-
ment systems and citizens’ interactions (Cath et al., 2017; 
Rahwan, 2017). However, there are challenges related to 
AI accountability in automated e-government applications 
and services (Marri et al., 2019). An example of the use 
of artificial intelligence in e-Government and e-services is 
an AI-enabled lending decision-making system in a bank. 
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If the system's algorithm does not work properly, then dis-
criminated against customers may have access to the bank 
system. In this part, someone should be held responsible for 
all these decisions taken by machines to keep privacy at a 
high level. Here comes the law. Legal liability for AI sys-
tems could originate from either criminal or civil law. Civil 
liability can be further divided into contractual, tortious, and 
statutory liability. We take a comparative legal approach, 
either referring to genuinely transnational sources of law or 
highlighting common patterns in several jurisdictions' law 
(Erdélyi & Erdélyi, 2020).

Information technology

Information technology is about software/hardware func-
tions, automated machines, robots, or cyber-related appli-
cations. Deep learning is a technique that teaches comput-
ers/ robots to do what comes naturally to humans, to learn 
through real examples. A characteristic example in this sec-
tor is the ability to complete automated and repetitive tasks; 
robots complete everyday tasks, handle commands and 
reduce the time consumption and the cost related to these 
activities. (Hoeschl et al., 2018). Autonomous AI agents' 
ethical aspects have been insufficiently researched until now, 
among others, based on the misconception that intelligent 
artifacts do essentially what they have been programmed to 
do, which is true only for very simple agents. With growing 
complexity and increasing autonomy, learning and adap-
tive abilities, ethical challenges are multiplying (Etzioni & 
Etzioni, 2017; McAleenan, 2020; Timmers, 2019; Tonkens, 
2009). Proper AI applications should seek to improve social 
impact as well as sustainability and environmental responsi-
bility. For this reason, AI systems should include the engi-
neering ethics of designers, manufacturers, and maintenance 
services, as well as ethical attitudes of users and ethical 
aspects of the artifacts themselves, in order to focus more 
on the accountability of these AI agents (Dodig Crnkovic & 
Çürüklü, 2011).

Fairness

One of the ostensible advantages of using AI or machines 
in general to make decisions is that they may be impartial, 
objective, and free of the same biases that humans do, mak-
ing them more “fair.” Recent research has revealed that AI 
systems can be biased as well.

Business management

A crucial aspect of trustworthiness is avoiding unfair bias 
in algorithmic decision-making. This is especially impor-
tant for companies that use AI to improve decision-making 
efficiency and accuracy. For instance, Ability, Benevolence, 

Integrity, and Predictability (referred to as the ABI + model) 
are the four fundamental traits on which trustworthiness 
judgments are founded (Aitken et al., 2020). Predictability 
will support impressions of the trustee's ability, generos-
ity, and integrity. Ability refers to the level that an entity 
can have the abilities and capabilities to carry out specific 
duties, suitable to the situation that they would be trusted. 
Benevolence is the level at which a trustee desire to do good 
to the trustor. Integrity is that the entity will follow a set of 
principles, which are suitable with the ethics of trustor.

Healthcare

Reliance on dogma and heuristics: Under the time con-
straints and uncertainty imposed by acute surgical disease 
and busy clinic schedules, surgeons frequently engage 
patients in high-stakes shared decision-making. These con-
ditions encourage people to rely on dogma and heuristics, 
which can lead to bias, cognitive errors, and harm that could 
have been avoided. Surgical decision-making innovations 
may be able to address these issues. Surgeons may be sup-
plemented or replaced by intelligent, autonomous machines. 
These technologies should be understood and guided by sur-
geons (Loftus et al., 2020).

e‑Government/public sector

It is unlikely that an AI system would compare ethical theo-
ries in e-Government. Such a system would either develop a 
way to discern ethical options, (e.g. through machine learn-
ing), or its developers would choose a moral theory for the 
system and implement it before it was deployed. In this case, 
the developer must be impartial, which is both a requirement 
for a responsible AI and a challenge (Bjørgen et al., 2018).

Information technology

AI must avoid bias by conducting thorough and representa-
tive research to ensure that incorrect heuristics are not used 
to discriminate. An indirect way to ensure better data selec-
tion is to aim for a broader demographic of programmers, 
including minorities and women, rather than simply asking 
programmers to be "more sensitive" to bias. It is thought that 
issues will be more likely to be identified by encouraging a 
diversity of viewpoints (Turner, 2018).

Empathy

Empathy is a key part of our lives. It leads to unity and to 
society, social behavior and prosperity. It transcends cul-
ture. An AI system with empathic ability can generate more 
natural interactions while evaluating our moods or feelings. 
Based on the sort of information we want technology to 
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communicate, how we want individuals to react to it, or how 
we predict they will react to it, we will need to consider their 
present situation in some way; their emotional state will give 
us some clue as to how they're likely to respond. It is not as 
easy as acknowledging someone's tone of voice, posture, or 
facial expression—there is a lot more to it than that.

Transportation

Furthermore, empathy appears as a characteristic in Trans-
portation & Energy industry. Maxmen (2018) describes in 
the paper what happens when a driver slams on the brakes 
to avoid colliding with a pedestrian who has crossed the 
road unlawfully. A moral decision must be made when the 
impending danger is being transferred from the pedestrian to 
the passengers in the vehicle. Self-driving vehicles will soon 
be forced to make ethical decisions on their own, taking into 
account some moral values influenced by some factors. For 
example, according to a survey of 2.3 million individuals 
worldwide, many of the moral concepts that affect driver's 
actions differ by nation. People in highly affluent countries 
with robust institutions, such as law enforcement, were less 
inclined to spare a pedestrian who unlawfully entered traf-
fic. The findings indicate cultural subtleties that govern-
ments and self-driving car manufacturers must consider if 
the vehicles are to achieve widespread acceptability. In the 
Moral Machine poll, people in 130 nations with at least 100 
respondents indicated a preference for sacrificing older lives 
to save younger ones (Maxmen, 2018).

Healthcare

Workplace injuries are a widespread and significant pub-
lic health issue with significant economic repercussions 
across the world. Cheng et al. (2020) explain how to cre-
ate a record for work-related injuries. It is about a stable 
and unified cloud infrastructure that includes a range of 
data storage, data analytics and machine learning manage-
ment tools. It employs AI to do in-depth analysis using 
text-mining techniques to retrieve both dynamic and static 
data from work accident cases to perform unsupervised and 
supervised machine learning algorithms. When completely 
developed, this method can provide a more reliable forecast 
model for the cost of work accidents. The project consists of 
three phases. It is essential to mention the two stages. The 
first step involves identifying human variables, both in terms 
of facilitators and obstacles, for the return-to-work (RTW) 
process, by conducting face-to-face interviews and work-
ing groups with various stakeholders to gather perspectives 
about facilitators, barriers, and important RTW interventions 
for wounded employees. Phase two consists of developing a 
model of machine learning that uses artificial insight to carry 
out a detailed study (Cheng et al., 2020).

Information technology

Εmpathy is considered essential on Information Technology. 
A theoretical model of ethical decision-making for Autono-
mous Agents is explained by Cervantes et al. (2015). This 
concept has the intention to provide Autonomous Agents 
with appropriate frameworks for making ethical judgment-
based decisions. More detailed, the model's design and 
execution cycle were influenced by current results in disci-
plines studying brain processes underpinning decision-mak-
ing. The suggested model mimics the behavior of certain 
brain regions. Ethical Decision Making is implemented as 
a three-phase method using a computational model: estima-
tion, implementation, and result evaluation. Each of these 
steps entails processing data produced by different cognitive 
functions, including awareness, organizing, and emotions. 
The author also indicates that emotional input must be incor-
porated into the decision-making mechanism according to 
neuroscientific facts. This emotional knowledge affects the 
rational decision-making mechanism of the agent and Ethi-
cal Decision Making. Emotions play a crucial role as people 
face moral dilemmas by helping them determine which ethi-
cal law should be respected.

Security

Artificial intelligence (AI) systems are becoming part of 
our lives and societies. The more decisions such systems 
make for us, the more we need to ensure that their deci-
sions have a positive individual and societal impact (Bjørgen 
et al., 2018). An essential characteristic of AI systems is not 
only security but also cybersecurity. The term cyber-secu-
rity refers to the protection of computers, servers, mobile 
devices, and other electronic systems from cyber-attacks in 
general (Timmers, 2019).

Business management

When it comes to security, the CIA triad of security, integ-
rity, and availability must be mentioned. This triad is a 
method for designing an organization's security. Control-
ling access to information (confidentiality), avoiding data 
alteration or destruction (data integrity), and ensuring timely 
access to information(availability) are all essential. These 
three security criteria are the foundation of security and can 
be used in a wide range of ΑΙ applications, including manu-
facturing, logistics, building automation, and smart electrical 
grids (De Las Morenas et al., 2020). A building automation 
AI-based system, for instance, combines a large number of 
IoT devices, most of which are physical equipment, raising 
security concerns even further on the data used to train the 
AI models. Hacking into databases to steal information is 
a bad enough threat; however, physical devices can cause 
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more serious impacts for human beings in the vicinity, mak-
ing security and privacy high priority issues for those sys-
tems. For that reason, building automation systems, due to 
their distributed design, provides a suitable testing environ-
ment for security problems (De Las Morenas et al., 2020).

Information technology

AI also has many applications in the sector of informa-
tion technology. The top three fundamental human values, 
according to most reports, are protection and conformity. 
The basic individual and community criteria for a safe envi-
ronment lead to security. Security, harmony, and prosperity 
of the community, relationships, and oneself are the moti-
vational goals. The basic approach to trusted AI considers 
the system's trustworthiness, which includes technical and 
functional reliability as well as security (Kuleshov et al., 
2020). AI systems that directly affect human security and 
life can pose a threat to humans. To ensure that artificial 
intelligence systems are secure, they must be standardized 
and tested before they are widely used. Adversarial examples 
assault AI systems in the same way that computer viruses 
exploit security software weaknesses. A key design aspect is 
making AI strong and shielding it from attack. Technological 
solutions have been created that programmers may utilize 
to discover and decrease the risk of machine learning sys-
tems. For instance, a technique that provides security in the 
information technology sector is automated repetitive tasks. 
More specifically, AI-assisted risk assessment approaches 
are being developed to decrease cyber risks and attacks 
(Turner, 2018). Additionally, Game AI is used to detect 
negative, abusive, and fraudulent behaviour in online com-
munities and ban members who exhibit this kind of behav-
iour to ensure environmental security (Riedl & Zook, 2013).

Discussion

After reviewing the existing bibliography, we found that 
there is a lack of a single ethical framework that will set 
out our commitment to developing AI technology responsi-
bly in different aspects of our daily life. One potential solu-
tion for ensuring that requirements are met in the practical 
usage of AI systems is to codify those ethical criteria and 
standards based on every industry sector's needs. Neverthe-
less, all these standards should have a common basis and 
direction. As an outcome of this research and in view of 
the aforementioned characteristics, we believe that the AI 
application should:

1. Be explainable. Transparency helps people to see the 
way and the purpose for which the AI applications or 
systems use specific data, whether these systems have 

been fully checked, as well as if they can understand 
why such decisions were made. AI applications or sys-
tems should provide consent opportunities, promote 
architectures with privacy protections, and provide 
adequate clarity and control over data usage.

2. Be accountable. AI technologies should be driven and 
controlled by humans as required.

3. Be objective. Bias can be reflected using AI systems and 
datasets. We must understand that separating the ethical 
from the unethical is not always easy and varies across 
cultures and communities. We should aim to avoid any 
relation with sensitive characteristics, such as region, 
gender, sexual orientation, etc.

4. Be empathetic. Empathy is a crucial component. While 
assessing our mood or emotions, an AI system with 
empathic capacity will produce more natural interac-
tions.

5. Be secure. To avoid unintended consequences that pose a 
risk of danger, we should establish and implement good 
safety and security practices. We should design our AI 
systems to be sufficiently vigilant, and we should aim to 
improve them in line with current AI safety research best 
practices. We should test AI technologies in constrained 
environments and track their activity after implementa-
tion in appropriate cases.

Simultaneously, all of the characteristics mentioned 
above have a purpose: to resolve the issues we face on a 
daily basis while using AI-driven applications and services. 
Furthermore, we identified the following core challenges 
that could pinpoint possible research directions:

1. Transparency. AI is not without flaws, and this is 
because it is based on human actions. It is capable of 
making errors, as it does on occasion. We cannot tell if 
an outcome is the result of a mistake if AI is not trans-
parent.

2. Security. Artificial intelligence (AI) technologies collect 
and use data in order to offer many services. We must 
ensure that individuals' personal data are only used for 
specific reasons (which should be expressly and specifi-
cally always specified and readily accessible to users—
challenge related with transparency), and that they will 
never use to provoke or encourage harm to persons, 
and also that they will not breach generally recognized 
standards of international law and human rights.

3. Privacy. The privacy risk is closely linked to possible 
loss of control of personal information. If this happens, 
there is a risk of intrusion, processing and dissemina-
tion of information, either incorrect, which may lead to 
misinformation or manipulation that may cause targeting 
and possible harm to an individual or group of individu-
als or a society.
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4. Responsibility & Accountability. According to our 
research, responsibility and accountability (Table 1) are 
two of the most important challenges in the industries 
we examined, for possible improper actions and deci-
sions made through AI-based programs and applica-
tions. In our opinion, humans and not the machines or 
the programs should be considered responsible, as they 
are the ones who will “train” the machines or the pro-
grams to operate according to proper actions and prac-
tices and in addition, they are the ones who will judge 
the result. This challenge is strictly linked with the next 
one.

5. Morality & bias. Machine learning algorithms and AI 
systems learn from training data and make projections 
based on input data. Often the training data, input data, 
or both are morally or politically, or socially motivated. 
While there can be several advantages of designing a 
model that works on confidential data, it is vital to con-
sider the possible effects of using unethical or biased 
data.

However, as our study does not include all industry sec-
tors, the above proposals for ethical and responsible AI sys-
tems should not be considered a panacea for all cases of 
application of AI-driven technology.

Last but not least, every industry should aspire to develop 
innovations that address critical issues and assist people in 
their everyday lives. We believe AI and other advanced 
technologies have tremendous potential to motivate people, 
support current and future generations, and work for the 
common good. We understand that this is a complex and 
dynamic area, and we should approach its development with 
modesty, a dedication to both internal and external involve-
ment, and a willingness to change our approach as we gain 
experience over time. If we embrace these truths, we will 
be able to take a big step against the prejudice that exists 
about the use of AI.

Conclusion

In this paper was we presented the challenges and required 
characteristics of AI systems in different industries. As we 
live in an era where we heavily rely on AI systems to per-
form a variety of tasks, there is a growing need to ensure 
that these systems run smoothly and without causing harm 
to humanity. We have identified possible challenges of the 
AI systems, as well as characteristics that an AI agent should 
have to be considered responsible. We concluded our paper 
by providing insights and solutions that could be useful to 
combat challenges that may arise.

Even though there is a long way to go, progress has 
been achieved. There will be more difficulties that we 

might need to overcome, but with the co-operation of 
organizations, developers, as well as everyday people, 
we hope that AI systems will continue to improve and 
expand in ways that better our lives and assist with eve-
ryday issues. We believe our findings shed some light on 
the situation around AI systems and start a conversation 
on various aspects.
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